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Part 02 Technologies you 
must know in AI



AI product system
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Foundation 1

Sensor

Good Application: Biosensor Bad Application: Camera-sensor

pressure sensor, humidity sensor, temperature sensor, PH sensor, flow sensor, liquid level sensor, ultrasonic sensor, 
immersion sensor, illumination sensor, acceleration sensor, displacement sensor, weighing sensor, distance ǎŜƴǎƻǊΣΧ



Foundation 2

Integrated circuit

General chip

Semi-custom chip

Fully customized chip

GPU, CPU, TPU

FPGA(Field Programmable Gate Array)

ASIC(Application Specific Integrated Circuits)



Foundation 3

Data platform

http://archive.ics.uci.edu/ml/index.php https://www.data.gov/

http://archive.ics.uci.edu/ml/index.php
https://www.data.gov/


Foundation 4

Computing platforms

Cloud Computing Supercomputing

(also, HPC, High Performance Computing )



Data

Data quality
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Processing

Machine Learning

Machinelearning(ML)is the studyof computeralgorithmsthat improveautomatically
through experience. It is seenas a subsetof artificial intelligence. Machine learning
algorithmsbuild a mathematicalmodelbasedon sampledata,knownas"training data",
in order to makepredictionsor decisionswithout beingexplicitlyprogrammedto do so.
Machinelearningalgorithmsare usedin a wide variety of applications,suchasemail
filtering andcomputervision,where it is difficult or infeasibleto developconventional
algorithmsto perform the neededtasks.

--Wikipedia

ñ



Data processing in ML



Principle of ML

Step 1: Training 

Know: Input and Output, Unknown: Parameters

Step 2: Prediction 

Know: Input and Parameters, Unknown: Output



ML algorithms a product manager must know 1

ḙѽ

(1) ҚṪ εArtificial Neural Network ζ χ
Â ᴥᵆҼίαBackpropagation β
Â ᶹṕỖּרᵷαMultilayer Perceptron β
Â ᴑ αConvolutional Neural Network β
Â ט ᵸεAutoencoder ζ
Â ṉԑ΅ εBoltzmann Machineד ζ
Â Hopfield εHopfield Network ζ
Â Ểᵇᶢ֩ᾭ εRadial Basis Function Network ιRBFNζ
Â ᴩ ṉԑ΅ εRestricted Boltzmann Machineד ζ
Â ᵻặ εRecurrent Neural Network ιRNNζ
Â ῑṃεSelforganizing MapιSOMζ
Â ṊṤ εSpiking Neural Network ζ

(2) ᴹᾹεBayesianζ χ
Â ᴸᾙαNaive Bayes β
Â ᴸᾙ αBayesian Network εBNβ
Â Ᾱ ᴹᾹεGaussian Naive Bayesζ
Â ᶺ ᴹᾹεMultinomial Naive Bayes ζ
Â Ẉᶎ Ә ớ ӂεAveraged One -Dependence Estimators ιAODEζ
Â ᴹᾹӡỔ εBayesian Belief Network ιBBNζ

(3) ֘ ‴εDecision Tree ζ χ
Â ֪ ᵘᵺẶ‍αClassification and Regression Tree εCARTβ
Â ῡ‹ῸαRandom Forest β
Â C4.5 ←αC4.5 Algorithm β
Â C5.0 │εC5.0 Algorithm ζ
Â ҦDichotomiser 3εIterative Dichotomiser 3ιID3ζ
Â ᴊΆ ҐҊ₅╜εChi-squaredט
Â Automatic Interaction Detection ιCHAIDζ
Â ֘ ⅍ εDecision Stump ζ
Â ID3 │εID3 Algorithm ζ
Â SLIQεSupervised Learning in Quest ζ

(4) ớ֫ ᵸεLinear Classifier ζ χ
Â Fisher ַײ ֵַαIlvkhuɋv Olqhdu Glvfulplqdqwβ
Â ᵺẶαLinear Regression β
Â ᴸᾙ֪ ᵷαNaive Bayes  Classifier β
Â ỖּרαPerception β
Â ᾀἵᵆ ῡαSupport Vector Machine β
Â ᵻặεLogistic Regression ζ
Â ᶺ ᵻặεMultinomial Logistic Regression ζ



ML algorithms a product manager must know 2

ῂ ḙѽ

(1) ҚṪ εArtificial Neural Network ζ χ
Â ἄḾἰוּ εGenerative Adversarial Networks ιGANζ

Â ׀ αFeedforward Neural Network β

Â ḙѽ εLogic Learning Machine ζ

Â ῑṃεSelf-organizing Map ζ

(2) ԋ ֱḙѽεAssociation Rule Learning ζ χ
Â ӽ ←αApriori Algorithm β

Â Eclat │εEclat Algorithm ζ

Â FP-Growth ←

(3) ֫Ṗ εHierarchical Clustering ζχ
Â ᴅ εSingle - linkage Clustering ζ

Â ⁭ồ αConceptual Clustering β

(4) ֫‘εCluster analysis ζχ
Â BIRCH │

Â DBSCAN │

Â ῼῺῳᶽקεExpectation -maximization ιEMζ

Â ₩ εFuzzy Clustering ζ

Â K-means ←

Â K-medians

Â ᶎӪ │εMean -shift ζ

Â OPTICS │

(5) ầẂ₅╜εAnomaly detection ζ χ
Â K῏ αK-nearest Neighbor εKNN β ←

Â ṕ ầẂᵼḒ │εLocal Outlier Factor ιLOFζ



Deep Learning, a product manager must know



Elements for algorithm selection

Step 1: What is your question?

Step 2: Three elements:

Data Time Accuracy



ML development platforms a product manager must know



With the rise in big data, 
machine learning has become a key technique for solving problems in areas, such as:

Usage of machine learning

01 02 03Computational finance

credit scoring and 

algorithmic trading

Image processing

and computer vision

face recognition, motion 

detection, and object 

detection

Computational biology

tumor detection, drug 

discovery, and DNA 

sequencing

04 05 06Energy production

price and load 

forecasting

Manufacturing

Automotive, aerospace, 

and predictive 

maintenance

Natural language processing

voice recognition applications,

and public opinion mining



Integration and management 1

From single -scenario to multi -scenario

single-scenario 
project

single-scenario 
product

multi-scenario 
platform

multi-scenario 
service

Component Sub-system System Systems



Integration and management 2

security privacy

ethics

and
morality

Question:

What is your opinion 
about face recognition?ñ


