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Introduce some basic statistical metrics to you

The Foundation of Statistics




The Foundation of Statistics

Average
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The Foundation of Statistics

Mean
Supposing:  X=(x,, X,, ... , X,)

x===
n

Lizsraidry



The Foundation of Statistics

Median 1,3,3.6,7,8,9

the value separating the higher half of a data sample, a population, Median = &

or a probability distribution, from the lower half. 1,2,3,4,56,8,9
Median = (4+5)+2

Supposing:  X=(Xi, Xz, ... , Xn) - 15
Sort X from small number to large number,

—1f n 1s an odd number, then the Median of X is the
middle one,

—If n 1S an even number, then the Median of X Is the
mean of the two middle numbers.
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The Foundation of Statistics

Mode

the value that appears most often in a set of data

Comparison of common averages of walues {1, 2, 2, 3, 4, 7, 9 }

Type Description Example Eesult
drithmetic mean Sum of walues of a data set divided by number of walues: 5'%5?:1 z; | 1H2H2HIHAHTHR) ST 4

Median Middle +walue separating the greater and lesser halves of a data set |1, 2, 2, 3, 4, 7, 9 3

Mode Mozt frequent value in a data =et 1, 2, 2, 5, 4, 7, © 2
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The Foundation of Statistics

Range

the difference between the largest and smallest values

r = Max — Min
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The Foundation of Statistics

Variance

the expectation of the squared deviation of a random variable from its mean, informally
measures how far a set of (random) numbers are spread out from their mean, gl

e e
, LX—-X)°
B |

Why n-1?

S
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The Foundation of Statistics

Standard Deviation

S =

\ n—1
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The Foundation of Statistics

Expected Value
n

E[X] = X = in P,
i=1
Where: Pi Is the weight of x,

In Statistics, P Is the probability:.
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The Foundation of Statistics

Properties of Expected Value
— If C Is a constant, E[C]=C

— If X and Y are random variables such that X<Y,
then E[X] <E[Y]

— E[X+C]=E[X]+C

— E[X+Y]=E[X]+E[Y]
— E[CX]=CE[X]

— DIX]=E[X*]-(E[X])

L1227
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very useful for natural language processing

Bayes’ Theorem




Bayes’ Theorem

Probability

P(x;)=1/6
Sample Space:

{1, 2, 3, 4, 5, 6}
L&1ii2 7




Bayes’ Theorem

Properties of Probability

P(xl) c [0,1]

; P(x;) = 1
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Bayes’ Theorem
~ Independence

Dependent

Independent
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Bayes’ Theorem

Conditional Probability

P(A | B), Is the probability of observing event A
given that B Is true

P(A|B) = P(AnB)/P(B)
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Bayes’ Theorem

Lizs1di2 s 4

Bayes’ Theorem

P(A|B) = P(4 n B)/P(B)

P(ANB) = P(A
P(ANnB) = P(B

B)P(B)
A)P(A)

P(A|B)P(B) = P(B|A)P(A)
P(B|A)P(A)

P(A|B) =

P(B)



Bayes’ Theorem

Bayes’ Theorem plays an very important role in statistical NLP.

P

fow 3¢ e
* We can predict what you will say! yor T

— Uncle Sam: How are you?
— Chinese student: Fine, Thank you, and you?
— Chinese student’s Predictive Answer: | am fine, too!

— Uncle Sam: Nothing much. —iS1EE
— Chinese student:o o o (4A°%? ? )

a9 \N ,




Bayes’ Theorem

e Because, for Chinese students:

P(Fine, Thank you, and you? | How are you?) /’
P(1 am fine, too! | Fine, Thank you, and you?)/'
?(Nothing much | Fine, Thank you, and you?) \y

In the corpus of Chinese students,
P(I am fine, too! | Fine, Thank you, and you?)>P(Nothing much | Fine, Thank you, and you?)
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Bayes’ Theorem

Another Example:

| ate a red

A. telephone B. light C.swim D. tomato
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Bayes’ Theorem

No Grammar! But the Frequency of use!

e The most successful Chinglish:
Long time no see!

e Chinglish Future Star:
Good Good Study, Day Day UP!
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your future is decided by now, not the past

Markov Model




Markov Model

Stochastic Process
Markov Chain

X=(X,, X, +.. , X,)

] n

X. 1S a Stochastic Process

1,3,5,2,1,4,2,6,3,...... X is a Markov Chain
Liasai2 .y



Markov Model

Transition Probability P,, P, P
sz1 Py5 Pza] -
70% 0% P;; P;, Psg

0.15 0.7 0.15

HOJ 0.2 0.1]
0.25 0.25 0.5

Stochastic Matrix

HEFZ H100%

I"@H@J“’”f 50%



Markov Model

Markov Model

P(xeqql2y, 20,0, %) = P(x¢4q %)

First-Order Markov Model

Your future is not decided by your past, but now!
Second-Order Markov Model

P(Xepqlxy, %5, %) = P(xpqq %26 1)

L&1ii2 7



Markov Model

Hidden Markov Model

Day 1 : Shopping
- 3 Day 2 : Cleaning
- 3 Day 3 : Camping

We know what Alice did in the past three days.
Can we estimate the climate of the place Alice lived in?




Markov Model

The Applications of Markov Model in NLP
e Machine Translation

 \WWord Segmentation

o Speech Recognition
 Part-of-speech Tagging

e Natural Language Generation

L1227
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one of the most important statistical computational linguistic models

N-gram

R



Definition of N-gram

An n-gram model is a type of probabilistic language model for predicting the next item
in such a sequence in the form of a (n — 1)-order Markov model.

n-m N - 1)-order Markov model | Example

1-gram(unigram) Independent from history One Word
2 2-gram(bigram) 1-order (HMM-1) Two Words
3 3-gram(trigram) 2-order (HMM-2) Three Words

L&1ii2 7



Unigram
* Only consider the probability of the word itself
* Hypothesis: Every word is independent.

N
P(X) = P(xy, %, Xy) = ﬂ P(x,)
E=1

Number of x; in the artical
P(x;) =

Number of all words in the artical

L&1ii2 7



Bigram

The current word is influenced by the previous one word

P(X) = P(xy, %5, , %y) = POy )P (%3]0 )P (3 ]25) o POy |2y —1)

Number of (X;_1X;) in the artical

P(xilx;-1) =

Number of all X;_4 in the artical

L&1ii2 7



Trigram

The current word is influenced by the previous two words

P(X) = P(xlszj'“;xw) = P(x:L]P(xz|I1JP(xz|xzx1)P[xa|xzxzj“'P(XN|IN—1IN—2]

J
= P(x, )P (x5 |, ) H PQxyloc—q265—5)
i=3

Number of (x;_2x;—1%;) in the artical

P b e =
Gt b1 2i-2) Number of all (x;—>x;_1) in the artical

L&1ii2 7



Tips
1. Previous studies showed that trigram and four-gram often have better
performance

2. The larger of N, the more complex of the computation

3. N-gram needs training data set, while it is impossible for a training data
set to contain all the matches of a word

Lizsraidry



Smoothing

o Zero Probability

« Small Probability
 Laplace Smoothing

P(x|oeq, %2, , 2% 1)
B Number of (xy ... x;)in the artical + 1

~ Number of all(x; ...x;_,)in the artical + Number of words in dictionary

L&1ii2 7



Commonly used Smoothing Approaches

— Linear interpolation (e.g., taking the weighted mean of the unigram,
bigram, and trigram)

— Good-Turing discounting

— Witten-Bell discounting

— Lidstone's smoothing

— Katz's back-off model (trigram)
— Kneser—Ney smoothing

Ref. https://en.wikipedia.org/wiki/N-gram
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the first step for Chinese information processing

Chinese Word Segmentation




Chinese Word Segmentation

Classification

Comparison

Why Word Segmentation?
Feature 1:
Feat 2:
o = =

Feature n:

Number of Word N

However, it is difficult to extract words from Chinese text.
Lias1i:2 24



Chinese Word Segmentation

Difficulties: Disambiguation

L&1ii2 7



Chinese Word Segmentation
Forward Max. matching method, FMM

S TAE: 753 1a] 1A #iD
HMaxLenZR 7 B A 1a] K i

SV

1. MAEERINFEK E AMaxLenH ] F str, £ Len= MaxLen

2.  fEstr 5D HYIEAHULAD

3. & ULHECKEED, WA st yin), N X diistr (FREHRTFZ Len M HL47) , IR [A]1
4. HULECA LD,

& Filen> 1 NLen—, MWAIERINH UK BN Len ) 7 & strik [A2;
& G0, SR, N EEstr FREFATZ 1A 8AL) , ik [\
A1 2 ) B AN ], T AT R B SR A B

FHRE) A B R B K B /N TMaxLen, M E s tr AAE) 435 K]
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Chinese Word Segmentation
Backward Max. matching method, BMM

1. Similar to FMM, but the text i1s scanned from
the right side

2. Often jointly use with FMM

L1227



Chinese Word Segmentation
e Statistical Matching Method

FMM and BMM
Begin initialize Path<{}, AmbiguousString, SubString< {}
While (AmbiguousString.Length>0)
{
/1 A2 RS UL A HTHMMES — AN IRES T 4G B UL BC 7 31
SubString<LAAmbiguousStringH1 8 — ANy EEE, B FrA Al Be B UL AL 74 5
Foreach SubString
{
//BRHEAETB AL N A R, R X AES %
TS TR —Fh Al BE IS L IAE 2P (SubString) //unigram, bigram, trigram with smoothing
}
/IR R A K ISubString#s N E|Path
Yargmax (P (SubString) ) ¥zl #|Path
//UE £ 25 825 2 e KRR ¥ SubString )& i AmbiguousString, MIMMFAE S TFIG, B2 A IULADIR S
AmbiguousString. Remove (0, argmax (P (SubString)).Length)
}
Return Path
End

E) LRI 2E7Y

N mea
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Reference




Reference

 https://item.jd.com/11701113.html

LRSI
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Reference
 https://item.jd.com/1040675628.html
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Homework




Homework

 Data Collection for your group.

o Try your best to write a Chinese word
segmentation algorithm and run it.

 How work will be presented group by group
on Dec. 21 and report should be handed before

Jan. 6.

L1227
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Eﬁ%ﬂfﬂ@ The End of Lecture 9

Thank You

http://www.wangting.ac.cn



	New Media�Data Analytics and Application
	Outlines
	The Foundation of Statistics
	The Foundation of Statistics
	The Foundation of Statistics
	The Foundation of Statistics
	The Foundation of Statistics
	The Foundation of Statistics
	The Foundation of Statistics
	The Foundation of Statistics
	The Foundation of Statistics
	The Foundation of Statistics
	Bayes’ Theorem
	Bayes’ Theorem
	Bayes’ Theorem
	Bayes’ Theorem
	Bayes’ Theorem
	Bayes’ Theorem
	Bayes’ Theorem
	Bayes’ Theorem
	Bayes’ Theorem
	Bayes’ Theorem
	Markov Model
	Markov Model
	Markov Model
	Markov Model
	Markov Model
	Markov Model
	N-gram
	N-gram
	N-gram
	N-gram
	N-gram
	N-gram
	N-gram
	N-gram
	Chinese Word Segmentation
	Chinese Word Segmentation
	Chinese Word Segmentation
	Chinese Word Segmentation
	Chinese Word Segmentation
	Chinese Word Segmentation
	Reference
	Reference
	Reference
	Homework
	Homework
	The End of Lecture 9

